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& Current Information and Communication
Technology (IT) Ecosystem

Servers and
thin mobile
clients

Cloud
computing
and

switching

e Energy problem and carbon footprlnt optlmlzatlon 5
&3 to be addressed at all levels -~

service
centers

& - [Courtesy: Prof. M. Pedram, USC]

= |CT ecosystem encompasses:
- Multi-level computing: edge, switching centers and cloud
» Core part of computing at hyperscale data centers (DCs)
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Gf..m[.mw“mWhy an energy problem? Power Density in Computing
Systems: “Economic Meltdown of Moore’s Law”

SISTENSL

= 45 years of IT industry & Moore’s law being discontinued
» 2X more transistors every 2 years, quadratic energy reduction
(voltage)
- Voltages have leveled, ITRS projections in 2000 for voltage levels
in 2011 were 40% lower...

Dramatic increase in energy usage every new IT —
generation (80% more than expected today!) /'ﬁ\
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AT Ineffective Data Centers: Large Energy
Expenditure... And Not Even Well Used!

= Cloud computing is... Growing always! > I

amazoncom ii , \

- Amazon: $1 billion profits annually WD ebY )iy
: Coogl 1
- Infrastructure as a Service (laaS): oVl |
Data Centers (DCs) = essence of Cloud - I : :l
o ] d N -
— - 1 || |
N L
0% L . eV g ! . A
. A AR P g
= Datacenters electricity can reach 8% & &
worldwide electricity by 2030 [IDC] &
Datacenter always z ;582 ~ceo I
' —— == —Memory
on..- ! S =
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F” QWeL X } (a) Google Cluster (b) Alibaba Cluster
@ @ @ @ But typically used at 60-65% of capacity!
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@uuwm  Current DC Design Is Not Optimal

Cloud applications
Social computing, Enterprise, 15V, Scientific, CONs, ..

Cloud programming: environments and fools
Web 2.0 Interfaces. Mashups, Concurrent and Distributed
Programming. Workflows, Libraries. Scripting

Apps Hosting Platformes S

] QoS Megotiation, Admission Central, Pricing, SLA Management
i Maonitoring, Execution Management, Metering, Accounting, Billing

uswabeuep sandepy

Awouoaz pnojd | FmuouoIny

Virtual Machine (Wi}, VM Management and Deployment

= Segregation of tasks: multi-scale modeling problem (components
choice, applications, etc.)
« Not clear communication of knowledge from one layer to another I
* |IT equipment and cooling (over)provisioned separately to increase resilience

= Current DCs are energy inefficient
» Power-cooling need as much energy as IT equipment... and thrown away

* For an 18 MW datacenter : Up to US$ 2.5M wasted per year!
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SISTENSL

emm[lmﬂmm YINS: Thermal-Aware DeSign for N
Next Generation Energy-Efficient Data Centers

YINS

1. Use of Internet of Things (IoT) to monitor computing infrastructure: PMSM
2. Thermal/Power/Faults maps: 3D-ICE open-source multi-scale compact simulator

3. Two-step optimization approach
a) TheSPoT: Thermal Stress-Aware Power and Thermal Management

b) MAMUT: ML-based runtime management
using multi-agent reinforcement learning (RL) Phase 1)
Monitoring Arrival
Usere of Applications
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CREDIT SUISSE Based Run-Time Management
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A Power Monitor System and Management
PMSM

= Real-time monitoring and automatic alerts for 3
DCs (>7,000 servers)
» Servers monitoring using on-board sensors
* Rack: extra loT sensors for temp., humid. and vibrations

« System-level data center modeling/maintenance
— Historical servers power consumption analysis: daily, weekly, monthly, ...
— Faults detection: rack circuit breaker failure, power overload, “zombie” servers,..

AN

In cooperation with CREDIT SUISSE

See info at; http://esl.epfl.ch/page-57400-en.html

PMSM: Data collector and o
Analysis server

PMSM: User Management Interface

Datacenter
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SISTENSL

A Power Monitor System and Management
PMSM

Fle Edt Wew History Bookmarks Tooks  Help

. | I8 hitp:iacalhosticec. w=pdusimode=current | + | =
| | Rea I _tl ' I l‘\f/\ [ B9t iocaln links/conkerkiPMSM. php?SID=I51e7izhep erker=18room=18pdu=+ashow=pdustmode=current 2
| console gra;?‘ PMSM Dyn PMsm 1f o CDYIT \ i |
in (Logout
>

|
- |
-

In place 1 Graphical -
« Server energy | i Energy

« Rack: anaIySiS_ -m-g WM%W qulution

of -m_i - __in time (up
selected | EmErd: to 1 year)

. i I for specific |

| racks in a L : PDU

16:00 18:00 0:00 22:00
M Sum Current: 239.02 Maximum: 288.00 Mipim um: 196.20

. datacenter . Acquisuite 137.204.56.125 - PDU 4

« System

— Histori
— Faults

| Power

| variation
-+ | L—in time for
2 in each

16:00 15700 20300 2z:08 56:00 8z:00 53300 04100 58100 16:00 12100 14:00
M Channel 1 @ Channel 2 @ Channel 3 W Channel 4 @ Channel 5 Wl Channel & [0 Channel 7 Wl Channel 8 [l Channel 9
M Channel 10 M Channel 11 M Channel 12 @ Chai 13 W Channel 14 M Channel 16 (@ Channel 17 W Channel 18
M Channel 19 W Channel 20 [ Channel 21 @ cha 22 @ Channel 23 [ Channel 25 [@ Channel 26 W Channel 27 P D U Of
M Channel 26 W Channel 29 [ Channel 30 W Channel 31 W Channel 32 [0 Channel 33 W Channel 34 [l Channel 35 Ml Channel 36

W Channel 37 M Channel 38 M Channel 39 B Channel 40 B Channel 41 M Channel 42

selected
rack .

hittp:/floc alhostcactifgraph. phpzaction=viewtlocal_graph_id=B58rra_id=al

o] |2 @ @ [[@m 2 |8 [oa% am
‘ _A——

-

f’

PMSM: User Management Interfacg -

’/
— ’f’
—
8

Datacenter

© ESL/EPFL 2022


http://esl.epfl.ch/page-57400-en.html
http://esl.epfl.ch/page-57400-en.html

sy~ EXample Case Study: Detailed Energy Use View
for Different Racks in one Credit Suisse DC

SISTENSL

Power Monitor
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A Mean Time To Failure (MTTF) Factors:
Reliability Analysis for Servers

 Traditionally hot spots (peak/average) temperature in CMOS-based electronics
« Mechanisms: Time-Dependent Dielectric Breakdown (TDDB),
Electromigration (EM), etc.

i B 340K
= New Mechanisms in servers: Thermal Stress T
« Spatial Thermal Gradient (STG) A K
« Temporal Thermal Gradient (TTG) P e T
100
% - ']I;Je[malecling ae
- / - — A
.- — . — - TDDB S at
— g .
e System g 70 TC amplitude
£ and frequency
R W 50 ¢
S e R R S Time (min)
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o e e k2
% Power S?ﬁnng
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A TheSPoT: Thermal Stress-Aware Power
and Thermal Management

Power budget
Thermal stress thresholds
@lPeak temperature constraint |

e e e e e e e e === === .
Consol|dat|on/DeconsoI|dat|on ‘ cores  |—DVFS__|
Predicted IPCs oo Tooo Turn On/Off —~  Power ———===e=

Power

e D1 ) : Temperature

f8 = simulat. | Workload Temperature Frequency

Fay Medical Analyzer

Sl Analytics

2 Pl
Workload \ / controller .

(IPC: Instruction

per Cycle) Frequency —
L. Server System
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e Results: TheSPot vs State-of-the-Art (SoA)

m S|ight|y higher total power in server Improvement (%) achieved compared to SoA
49.6%

- Thermal gradient less than 8°C

8-core server thermal modeling

%
.

STG TTG

MTTF improved by 49%' B4-core E8-core D 16-core

But how do we improve utilization?

© ESL/EPFL 2022 12



SISTENSL

cmnmm"m]m MAMUT: MUIti-Agent Reinforcement Learning for
Efficient Real-Time Multi-User Tuning

= Actions (a):

- Application: QoS, CU Observation
* Processor: Frequency

= States (s):
» Application: PSNR, Bitrate, Op/s

* Processor: Power, Temperature Q?
= Formulation: ai(sp,ar) &€ Learning Rate Exploration <l <Ol Exploitation
ag(se, ar) « N(seap)

Exploration-Exploitation

Number visits

. 3 agentS: /x Cores’ Fre.quenc.y
RL Runtime [HEVC Configuration
- DVFS b 4 =
’ management —
* Quality Proc. (QP), « & EE
° Feedback from the
Number threads Multiple Agents Application and Server Server

© ESL/EPFL 2022
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AT Results: MAMUT vs. SoA

W SoA B Heuristic EMAMUT BSARL 140
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1

Server utilization (%)

o

Server utilization reaching 95-97% with more types of
Heterogeneous Racks (HR) to manage

40-50% less power per server than SoA
(but with much higher resilience thanks to TheSpot!)

14
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Q&r&emnuuuum Conclusion

= “Green” (energy efficient) datacenters are key for ICT

- Drastic increase of energy use on servers and cooling side
«  Sub-optimal design to prevent degraded performance/reliability

= Future: energy-reliability centric design = system-level
- Multi-level modeling (utilization, energy, reliability, etc.)
» Cross-layer optimizations

= |oT and Machine Learning to the rescue
- PMSM: new sensors to understand DC operation and failures

« TheSPoT: Thermal stress-aware power and thermal management
to increase MTTF in servers (up to 49% improvement)

- MARL: Multi-agent RL for efficient DC use (up to 97% server use)

© ESL/EPFL 2022 15



AT Future Challenges (1):
Emerging Power Markets

" |ntegrating renewable energy on supply-side  Power

Sources -

lll Power Grid

ISO

* EU Union targets to integrates over 20%
share of renewables by 2025 Bhringer 2019]

Intermittent
Sources

Challenge: high uncertainty to match supply and demand in
the power grid (volatility and intermittency of renewables)

Data Center &
Goal: use demand-side capacity reserves, and dynamically
adapt DCs power use when SLA allows it ' 'EW< E

© ESL/EPFL 2022
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A Future Challenges (2):
Modern Geo-Distributed and Green DCs

SISTENSL

e Geo-distributed DCs
e Multiple DCs in different

locations connected through
network

e Causes: increasing users’
demands, data protection
policies (e.g., GDPR)

e And they must be green DCs!

e Coupled with renewable ener;
sources in each different places

e Different peaks for renewables

© ESL/EPFL 2022
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QEFSIIEEHIS[MH[IR”“HY Conclusion

= “Green” (energy efficient) datacenters ar~ Loy for 1T

EEEEEEEEEEEEEEEEEE

 Drastic increase of energy use on servers &Credit Suisse Zurich Datacenter Saves Upto

- Sub-optimal design to prevent degraded pe50% Electricity Thanks to Innovative
Management System

By Ovidiu Sandru Modified date: May 30,2017 € 120 ™ 1

= Future: energy-reliability centric design - ... @
* Multi-level modeling (utilization, energy, reli_ i
- Cros :

An innovative method of saving the
energy consume by data centers has
been invented by EPFL scientists and

Included in Eaton’s Intelligence
Platform for data centers since 2021

= |loT and Machine Learning to the rescu .
- PMSM: new sensors to understand = Managament uses s o (robaly

Hall) sensors connected to the server racks” main power cables and measures the
. current passing through. Then, the consumption is logged and sent to a software
@ Th eS POT . Th e rm al StreSS'awa re po feedback system that adjusts the load on each server.
to I n Crease MTT F I n Se rve rS (u p to "Two servers running at 40% of their capacity each, consume much more than

only one at 80%," said David Atienza, ESL director.

¢ MARL: M U Iti-agent RL for effi Cient EThe system has already been implemented on the racks of some 5,200 servers in

Credit Suisse's Zurich datacenter. The institution had been planning such a
“virtualization” approach for about six years.

applied for Credit Suisse in Switzerland.
The solution, developed at the
Embedded Systems Laboratory at
EPFL, will save up to 50% of the energy
currently used.
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Thank You!
Questions?

david.atienza@epfl.ch

/ o
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